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Abstract — This paper describes the implementation of a 
real-time, non contact, static hand sign recognition system 
using simple techniques and cost effective equipment. The 
system has two operation modes: Recognition mode and 
Learning mode. Hand sign recognition is based on an image 
appearance model of the human hand extracted by means of 
a custom transducer. The transducer is composed of a web 
cam and a laser plane generator. A DSP processes two 
images, extracts a laser trace and computes the AR 
coefficients which are fed to an MLP neural-network 
classifier. The result of the classification operation is 
translated into a command sent to the target system (e.g. a 
PC). The default set of recognized signs can be customized in 
Learning mode by “tuning” the system according to needs. 
The rates of correct recognition for all testing hand signs 
were in the range of 0.82÷1.

Keywords — AR coefficients, DSP, Hand sign recognition, 
MLP neural-network, Laser sensor.

I. INTRODUCTION

HE rapid evolution of computer systems and of their 
complexity led to the need of highly specialized 

personnel capable of operating them to their full 
performance That imposes a specific requirement on the 
operator: to know and to understand the intrinsic function 
of the system and of its external interface so that to 
maximize its usage. Even today, provided the vast 
educational experience and the developed means of 
education, the training of an efficient computer operator 
implies great educational effort. This is mainly due to the 
lack of a natural and intuitive human-computer interface 
and the complexity and the uncommonness of the existing 
ones. The current widely spread interfaces, based on 
simple mechanical devices (keyboards and mice) are 
straightforward in operation, but they inherently limit the 
speed and naturalness or the group of people that can 
interact with the computer. 

Reference [1] shows that early researchers began 
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realizing that the more natural the interface, the more 
efficient the human-machine interaction is and therefore 
the human activity that involved machine interaction would 
become more productive. Ideally the system would be 
able to recognize the user’s specific needs, changing its 
response accordingly. The main aspect of this problem is 
to find adequate pattern recognition method for the 
particular situation. Various approaches have been taken 
in developing pattern recognition techniques such as 
neural networks, Bayesian, fuzzy and other statistical 
methods, instance-based learning algorithms and symbolic 
learning packages. 

Another issue represents data gathering. There are two 
main approaches to collect the data for gesture recognition 
in a general sense and sign language recognition in 
particular: 

Device-based measurement techniques:
These techniques measure gestures using direct devices, 

such as gloves, styli, position-trackers, flexion sensors and 
so on. The gathered data are transmitted to the machine, 
indicating a variety of details about the position of the 
hand. The available technologies used to track hand and 
finger movements related with glove input devices are 
based on: optic fiber flex (DataGlove [2], 5DT Data 
Glove [3], Space Glove, Z-Glove), light-tube flex 
(Sayre Glove), Hall effect (Dextrous HandMaster [2]), 
piezoresistive bend-sensing technology (Power Glove [2], 
CyberGlove [2], [4], GLAD-IN-ART glove), electro-
myographic registration signals sensor (Cyberfinger 
glove), pressure  sensors (TouchGlove [5]) and small 
switches(PINCH Gloves [6]). 

Vision-based approaches:
Hand sign recognition is based on an image appearance 

model [7] of the human hand extracted by means of a 
camera. Typically, the subject wears a special glove with 
areas painted on it to indicate the positions of the fingers. 
Some techniques involve using bright points on the edge 
of the fingers, while other using a much more complex 
system that color-codes individual knuckles on each finger 
in an intelligent way [8]. Some systems use two simple 
gloves: one colored yellow and the other colored orange 
[9]. Other managed to dispense the special gloves using a 
3D predictive model and a hand color probability 
transformation, but at the cost of complex hardware [10]. 
Device-based approaches suffer from the limitations of 
the devices used for measurement of hand movement. 
Different people have different hand-sizes and calibration 
of these devices is a problem. The motion detectors are 
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subject to physical noise and special software is required 
for filtering. Vision-based approaches require that the user 
wears a special glove with areas painted on it to indicate 
the positions of the fingers or that an expensive system is 
used for the involved image processing. 

The above considerations imposed the following 
performance requirements. The usability of the system 
requires its real-time operation. Hence, the main addressed 
issue is its ability to respond real-time. Another critical 
requirement is the precision of the classification. The fact 
it interprets hand signs of different subjects requires that it 
can be customized to the physiological traits of any user. 
To achieve effectiveness and flexibility, the software must 
allow the user tailor the system to its own needs by 
defining custom responses to each recognized hand sign 
and allow the possibility of customizing hand sign 
database. 

II. SYSTEM OPERATION OVERVIEW

The system has two operation modes: Recognition mode 
and Learning mode [11]. Recognition mode is the 
common operation mode, but if the user wants to 
customize the default set of recognized signs, he will put 
the system in Learning mode and “tune” it according to his 
needs. Each recognized hand sign is associated with a 
command sent to the target system. The user has the 
option of customizing the result of each different 
command to produce different events on the desktop of the 
PC like advancing a slide in PowerPoint, closing 
programs, browsing menus, shutting down the computer, 
issuing the user-defined vocal equivalent of the command 
(i.e. a helper application for deaf-mute people), etc 

In Recognition mode the system is able to successfully 
recognize hand signs. This is accomplished by means of 
an appearance model approach. The basic idea was to use 
a novel transducer [12] in order to acquire hand sign 
relevant data. The transducer consists of a laser projection 
module (LPM) and an image acquisition module (IAM). 
The laser trace left on the user’s hand by the LPM, 
acquired with the IAM is used to obtain the AR 
coefficients that characterize the hand sign. The 
discrimination is done using an MLP neural network 
classifier.

A successful classification is associated with a 
command transmitted to the target system through the 
communication module (CM). The command is delivered 
using the CM to the parallel port of the PC. An executive 
application (EA) listens at the parallel port to incoming 
commands and follows predefined steps in order to 
accomplish each command. 

III. MATERIALS AND METHODS

The system’s heart is the DSP (TMS320C6711). It 
commands the laser projection module, the image 
acquisition module, processes the captured images and 
identifies the hand sign. After the end of the hand pattern 
recognition stage, the system will send a command (e.g., 
to the PC) according to the hand sign made by the user. 

A. Laser Projection Module (LPM) 
The role of the laser system is to project a line on the 

user’s hand. The idea of the projection module is based on 
a previously developed one [12]. A cylindrical mirror is 
used to reflect the laser beam, switched on and off by the 
DSP. Because the laser beam is not a single point (it has 
more like an oval shape) the cylindrical mirror reflects it 
producing a wide angle beam. This method has the 
advantage of not using any moving parts and doesn’t need 
extra power supplies or equipment (as opposed with the 
solution in [12]). 

Fig. 1 Laser system with cylindrical mirror

B. Image Acquisition Module (IAM) 
The Image Acquisition Module (IAM) is responsible 

with the video capture and consists of a video camera (a 
web cam was used) and an imaging daughter card for the 
C6000 DSP family provided by Texas Instruments. 

Frames are captured and stored in the frame buffer 
memory on the daughter card. Up to three frames of 
captured data are stored in this memory, implementing a 
triple buffering scheme. The captured frames are 
transferred from frame buffer memory to the DSP memory 
using EDMA transfers. 

Fig. 2 Several preliminary preprocessing steps 

The web cam will take two consecutive frames (33.3 ms 
time delay between the frames) one with the laser on (Fig.
2 (a)), the other with the laser diode off (Fig. 2 (b)). A 
difference image is calculated, Fig. 2 (c), and then a vector 
that contains the trace information is created Fig. 2 (d).
The laser trace signal (Hs(t) resulted from the laser 
extraction algorithm) is then modeled using the 
coefficients of an auto-regressive (AR) filter. 

C. Communication Module (CM) 
The CM provides the hardware and software for the 

system to communicate with target systems (e.g. PCs). The 
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CM has one 8 bit bidirectional port, one 8 bit input port 
and a 7 bit output port. 

A lightweight flow of data travels through the 
communication module, hence a simple protocol was 
considered. The software part of the CM implements the 
rules of the developed protocol. It is a kind of handshake 
protocol. Two signals control the state of data bus. Each 
side of the communication channel has a WRQo – Write 
ReQuest output – to communicate to peer that valid data is 
available on the data bus, a ROKo – Read OK output – to 
respond to peer that data was successfully read from the 
data bus, WRQi – Write ReQuest input – the endpoint of 
peer’s WRQo, ROKi – Read OK input – the endpoint of 
peer’s ROKo. 

D. AR coefficients 
The reason for computing the AR coefficients of the 

hand sign time-series is that they model with a sufficient 
precision the main features of the series while providing a 
reduced amount of information (12 coefficients exhibited 
the best performance), which is convenient to use for the 
classification process. 

In order to compute the AR coefficients we must solve 
the Yule-Walker equations [13]: 
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Where: 
rx(i) represents the autocorrelation of the signal x
with lag for i=1..N.
aN(i) are the AR coefficients of Nth order. 

p is the prediction error variance.
Levinson-Durbin [13] recursive algorithm provides a 

fast method for solving the Yule-Walker equations by 
increasing the order of the filter at each new level of 
recursion. The resulting complexity of this algorithm is 
O(N2), which makes it the obvious choice for an efficient 
implementation. 

E. MLP neural-network 
The Neural Networks [14] (NN) are usually used in 

classification, prediction, clustering, associations, etc. 
problems and have the capacity to approximate with any 
degree of accuracy a continuous function [15], provided 
that a sufficient number of hidden layer neurons is used 
[16]. 

The topology and the weights involved have a great 
impact on the performances of the neural-network. It is 
sometimes almost impossible to decide whether the chosen 
topology is the best one. So why not use something else, 
like Decision Trees, Genetic Algorithms, Regression 
Analysis, etc.? In our case we used neural networks 
because they: 

provide a powerful way to map any collection of 
data, 

are the best compromise between the size of needed 
data set for training and the classification system 
complexity, 

are well suited to our approach:  
1. to acquire the training data,  
2. to train the neural network on a PC and, at the end, 
3. to deploy the neural network in the DSP system 
using the determined network parameters (weights 
and bias coefficients) 

Among different tested topologies, the best results has 
showed the Multi Layer Perceptron (MLP) neural network 
(NN). An MLP is a feed-forward network, trained using a 
supervised-learning rule commonly named 
backpropagation algorithm. 

A Multi Layer Perceptron with two hidden layers is a 
universal classifier. Of course, the number of nodes in the 
hidden layer must be large enough to form a decision 
region that is as complex as required by a given problem. 
We used 12 nodes for the input layer, each for every AR 
coefficient. We tested several NN using one or two hidden 
layer and different number of processing elements (PEs) 
on each layer. The best results were achieved for a NN 
with one hidden layer and with 8 PEs. The output layer 
required only 6 nodes, each of them corresponding to one 
different sign.  

Each of the 12 inputs are full connected to each of the 8 
hidden layer neurons and each of these hidden layer 
neurons are being connected to each of the 6 output 
neurons. As a result the total number of weights in the 
network is equal to (12×8) + 8 + (8×6) + 6 = 174 
(weights). 

The training of all NN’s was stopped using the cross-
validation criterion. The cross validation criterion 
computes the error in a test set (different from the training 
one) simultaneously with the learning stage of the NN. 
When the cross validation error start to increase the 
learning stage is stopped and the NN weights are saved. In 
this mode the NN achieves the best generalization 
performance without "memorizing" the training patterns. 
The performances are presented on the cross validation 
data set using the confusion matrix. The cross validation 
set was 30% from all the data set. 

A set of six signs has been chosen for initial testing. Due 
to a compatibility issue between the developed 
communication module and the provided imaging 
daughter card from Texas Instruments which is currently 
worked on, it was not possible to produce a real set of 
data. Instead, a set of surrogate data was produced. 

The average of the performances computed on three 
different cross-validation segments (that covers 90% of 
the entire data set) is presented in Table 1. The confusion 
matrix is defined by labeling the desired classification on 
the rows and the predicted classifications on the columns. 
In the worst case the performances are situated above the 
82% threshold. 
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TABLE 1: THE PERFORMANCES

 T1 T2 T3 T4 T5 T6 
T1 95      
T2  100     
T3   82    
T4    87   
T5     83  
T6      100 

IV. RESULTS AND CONCLUSIONS

For the preliminary tests, six different hand symbols 
were used in order to differentiate between them. The 
correct recognition rates for all the hand signs were in the 
range of 0.82÷1. Light computation algorithms used in the 
implementation lead to the conclusion that the necessary 
time between the first image acquisition and the end of the 
classification process will be less than 1.5 seconds.

Although these results are preliminary, we can observe 
a high classification rate (in the worst case the 
performance is of 82% correct hand sign recognition).  

Additionally, the DSP software can be improved in 
order to reduce the time necessary to identify a hand sign. 
But, if we consider the time required to vocalize the 
identified hand sign (a sentence – like in our case –, or a 
word) it can be noticed that this time is larger than the 
system decision time. From this reason, the system works 
almost on line. 

The development of the system showed that is possible 
to build a static hand sign recognition system using cost-
effective hardware. Even though it doesn’t have a high 
price, the system can offer several important features: 

it’s an embedded real time system 
it’s a non-contact system 
it’s easy to customize the signs database 
it is invariant to user’s hand conformation 
it is invariant to the light intensity of the environment 
it is invariant to sign hand rotation (in certain limits) 

The most important part addressed during the project 
development was choosing the adequate classification 
algorithm based on neural networks, because of the 
performance requirements imposed for the classifier at the 
start of the research. The tests showed that the MLP 
network has great classification results and can be 
successfully implemented into the system.  

It is a new type of intelligent system that facilitates the 
human-computer interaction. It can be used in many 
situations: to command household electronics, to 
command a PC, to translate into a vocal equivalent a hand 
sign made by a person with a sensory disability. 

There are further improvements that could be 
considered. For example adding several new laser planes 
would result in the capability of recognizing signs with 
little difference among them. Also, the system will 
become more invariant to subject’s hand rotation. Another 
improvement that will be investigated is to make the 
system recognize dynamical hand signs (i.e. gestures). 
This way the system will be able to recognize more 
complex signs that are more meaningful to the user. 

As a final conclusion, in this research we presented a 

system based on a DSP and a laser sensor able to analyze 
and classify a hand sign, in view of applications in human-
machine intelligent interfaces. 
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